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ABSTRACT

Cognitive load has been shown, over hundreds of validated studies, to be an important variable for understanding human performance. However, establishing practical, non-contact approaches for automated estimation of cognitive load under real-world conditions is far from a solved problem. Toward the goal of designing such a system, we propose two novel vision-based methods for cognitive load estimation, and evaluate them on a large-scale dataset collected under real-world driving conditions. Cognitive load is defined by which of 3 levels of a validated reference task the observed subject was performing. On this 3-class problem, our best proposed method of using 3D convolutional neural networks achieves 86.1% accuracy at predicting task-induced cognitive load in a sample of 92 subjects from video alone. This work uses the driving context as a training and evaluation dataset, but the trained network is not constrained to the driving environment as it requires no calibration and makes no assumptions about the subject’s visual appearance, activity, head pose, scale, and perspective.

INTRODUCTION

Any time a study of human behavior seeks to leverage measurements of the mental aspect of human performance, the at once obvious and complicated question arises: how do we measure the state of the human mind? Cognitive load is one category of measurements that falls within this challenge. Over three decades of research in various disciplines [4] has shown cognitive load to be an important variable impacting human performance on a variety of tasks including puzzle solving, scuba diving, public speaking, education, fighter aircraft operation, and driving. The breadth and depth of the published work in this field also highlights the difficulty of identifying useful measures of cognitive load that do not interfere with the behavior of interest or otherwise influence the state of the individual being measured. Various physiological measures have been shown to be sensitive to changes in cognitive load; however, establishing practical, non-contact approaches that do not unduly constrain continuous monitoring is far from a solved problem.

Figure 1: Illustrative example of real-time cognitive load estimation during active conversation between driver and passenger. Videos of real-time cognitive load estimation in various contexts (including outside the driving context) are available on https://hcai.mit.edu/cognitive. This visualization shows (1) the video of the driver’s face, (2) the 10 recent snapshots of the eye region, (3) the 30Hz cognitive load estimation plot, (4) the video of the cabin, and (5) the estimated class of cognitive load.
Video-based metrics that assess various characteristics of the physiological reactivity and movement of the eye in response to varying cognitive load have been studied for some time using various measures derived from eye and pupil tracking technologies. However, the bottom line is that these approaches to cognitive load estimation are generally difficult even in the lab, under controlled lighting conditions and where subject movement can be minimized [31]. Many of the video-based eye metrics used and validated in the lab become virtually impossible to detect "in the wild" in an accurate and robust way using established sensor technology.
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Figure 2: Three sample 90-frame 6-second video clips of a frontalized eye region. Each clip is selected from a task associated with one of 3 levels of cognitive load. Each of these video clips serve as input to both the HMM and 3D-CNN frameworks.

As a contextual grounding for our proposed approach to this problem, we review which eye-based physiological metrics have been shown to be effective predictors of cognitive load, and describe the computer vision challenges that arise when attempting to accurately estimate those metrics in outdoor environments (see the “Related Work” section). We then propose two approaches (see the “Cognitive Load from Eye Movement” section) that capture the temporal dynamics of eye movement and eye blinks in order to estimate the cognitive load of drivers engaged in three tasks of varying cognitive difficulty while driving: 0-back (low difficulty), 1-back (medium difficulty), and 2-back (high difficulty) tasks [13, 14]. Differences in the loading of these tasks have been behaviorally validated using physiological measurements (e.g. heart rate, skin conductance, and pupil diameter), self-report ratings, and detection response tasks. Furthermore, the tasks have been used as anchor points in standards development [2], as well as being compared against various in-vehicle tasks to represent a meaningful partition of cognitive load into distinctive levels [19, 20].

To the best of our knowledge, the dataset (see the “Driver Cognitive Load Dataset” section) used for evaluation is the largest on-road driver-facing video dataset of its kind, including subjects engaged in real highway driving while performing the aforementioned n-back cognitive load tasks. This dataset is unique both in the number of subjects, availability of ground truth, and the fact that is captured not in the simulator but on-road [4]. The last point is one that is worth emphasizing, because most of the work with driver cognitive load has been done in the controlled conditions of an indoor driving simulator.

The focus of our work is to develop cognitive load estimation algorithms that successfully operate in the on-road driving environment where the computer vision based detection task is difficult and the time to make a decision that ensures the driver’s safety is short. We envision that robust estimation of levels of cognitive load can be integrated into an intelligent vehicle safety system both for (1) assistive technology such as future advanced driver assistance systems (ADAS) and (2) semi-autonomous vehicles that use driver state in optimizing transfer of control decisions and motion planning.

The main contributions of our work can be summarized in the following way:

1. **Novel Approach:** We propose two methods for extracting the discriminative signal in eye movement dynamics for predicting cognitive load. In the domain of data-driven approaches that are open to public validation, the use of eye movement for predicting cognitive load is novel.

2. **Open Source Implementation:** One of the key missing elements in research on cognitive load is an easily-accessible tool for detecting cognitive load in raw video of a person’s face. We provide the source code and tutorial for running the code at https://hcai.mit.edu/cognitive.

**RELATED WORK**

For over three decades, researchers in applied psychology have looked to study human performance through measuring various aspects of cognitive load [15, 25]. Objective measurement techniques fall into two categories: (1) looking for decrements in performance measures in response to potentially cognitively loading task conditions [1] and (2) changes in physiological measures known to be responsive to
increased workload [7]. The former set of approaches measure performance of a subject on quantifiable aspect of a well-defined task. The latter set of approaches measure the physiological response produced by the subject’s body through sensors such as those that monitor the electric activity of the heart (ECG), of the brain (EEG), of the skin (electrodermal activity / EDA), and through visually-identifiable metrics such as movement of the head and eyes.

The goal for our proposed cognitive load estimation system is three fold; it ought to: (1) be non-intrusive, (2) be robust to variable “in the wild” conditions, and (3) be capable of producing an accurate classification of cognition load given only a few seconds of measurement data. The non-intrusive requirement eliminates the ability to use classical ECG, EEG, and EDA recording methods. The real-world robustness and time-critical requirements eliminate many of the other options as discussed below. The open question is what metrics do provide enough discriminative signal for a non-intrusive, real-time system to effectively estimate cognitive load in the wild? In this paper, we consider one of the most promising candidate metrics that combines pupil and eyelid dynamics, and evaluate its performance on a real on-road dataset.

The term used to refer to cognitive load (CL) varies in literature depending on application context and publication venue. For the driving context, “cognitive workload”, “driver workload”, and “workload” are all typically used to refer to the same general concept. We consistently use the term “cognitive load” throughout this paper in discussion of related work even if the cited paper used different terminology.

An extensive meta-analysis of which eye-based metrics correlate well with cognitive load was published in 2016 and should be consulted for a detailed view of prior studies [4]. Most of the over 100 studies considered in this meta-analysis were conducted in the controlled condition of an indoor laboratory. And still, the key takeaway from work is that the impact of cognitive load on eye movement, blink rate, pupil diameter, and other eye based metrics is multi-dimensional in a number of latent variables that are difficult to account for, making its estimation (even in the lab) very challenging. Nevertheless, this prior work motivates our paper and the propose supervised-learning approach that leverages data without the need to explicitly account for the multitude of variables that impact cognitive load especially in the real-world on-road driving environment. Several cognitive load estimation methods have been proposed in recent years [3, 31], but to the best of our knowledge none have been proposed and validated in outdoor, on-road setting.

Driver eye movements have been linked to variations in cognitive load [18]. While differences in experimental approaches, data and analysis methods make direct comparisons between studies difficult, a prevailing trend across the literature suggests that gaze concentration, a narrowing of a drivers search space around the center of the roadway, occurs with increased levels of cognitive load. Some work [21] suggests that a plateau may exist in the narrowing of gaze at higher levels of demand. The overall concentration effect, often confounded with “visual tunneling”, results in a reduced sensitivity across the entire visual field including the central concentrated areas [18]. As such, drivers response to threats presented across the visual field are diminished, conceptually reducing reaction time in safety critical situations. Direct comparison was made in [27] between several prevailing methodologies for computing changes in gaze dispersion (the point at which a drivers gaze measured through an eye tracker intersects a vertical plane ahead). This comparison showed that eye movements in the horizontal plane showed greatest sensitivity to changes in cognitive demand. Vertical changes show less sensitivity.

**DRIVER COGNITIVE LOAD DATASET**

**Cognitive Load Task**

The version of the n-back task considered in this paper presents subjects with single digit numbers auditorially which they need to hold in memory and repeat back verbally, either immediately (0-back), after another number has been presented (1-back), or after two additional numbers have been presented (2-back). Each of these three levels thus places an incrementally greater demand on working memory to carry out the task. The numbers are presented as a random ordering of the digits 0-9 with a typical spacing of 2.25 seconds between numbers. Single 10 item stimulus sets were employed with subjects considered in this analysis, resulting in task periods of approximately 30 seconds in duration.

In addition to the objectively defined increase in demand on working memory across the three levels of the task, objective physiological measures of workload (heart rate and skin conductance) have been shown to increase in an ordered fashion across the task levels, as do self-report ratings of workload [13]. Numerous research groups have employed this form of the n-back task as a structured method for imposing defined levels of cognitive load including ISO associated standards research [2, 16] and in work carried out for the National Highway and Transportation Safety Administration [17]. The three levels of the n-back task have been found to effectively bracket a range of real secondary tasks carried out while driving such as adjusting the radio or entering an address into a navigation system [19].

**On-Road Data Collection**

Data for the evaluation of methods proposed in this paper was drawn from two on-road studies that included the n-back cognitive load reference task [13, 20]. Subjects were trained on the n-back in the lab and given additional practice while parked in the study vehicle prior to going on-road. Data collection occurred on a multilane, divided interstate highway, and a minimum of 30 minutes of adaptation to driving was provided prior to subjects engaging in the n-back or other experimental tasks. The ordering of each of the difficulty levels of the n-back task was randomized across the analysis sample.

The study vehicle was instrumented with a customized data acquisition system for time synchronized recording of vehicle information from the CAN bus, a medical grade physiological monitoring unit for recording EKG, EDA and other signals, a FaceLAB eye tracking system, a microphone, and a series of
Cognitive Load Estimation Task

The high-level architecture of the cognitive load estimation system proposed in this paper is shown in Fig. 3. The input is a video clip of the eye and the output is a cognitive load classification decision as to the level of cognitive load the person in the video clip is under.

The duration of the video clip used for classification is fixed to 6 seconds and is downsampled from 30 fps to 15fps. The result is a sequence of 90 grayscale eye region images. We refer to this 6 second period of data as a “classification epoch”. For the 3D-CNN approach it includes the raw images. For the HMM approach it includes the extracted pupil position and blink state.

As described in the “Related Work” section, prior work in analysis of gaze patterns has shown some correlation between dispersion of gaze and cognitive load. In order to motivate the estimation task detailed below, we first perform a similar type of analysis on the patterns of gaze in the dataset we use for evaluation. Fig. 4 shows the kernel density estimation (KDE) visualization of normalized pupil position movement for each of the 3 cognitive load levels. The 3 KDE functions show a decreased dispersion of gaze as the level cognitive load increases. In particular, the change in horizontal dispersion is greater than the change in vertical dispersion (matching results of prior studies [27]). In other words, in aggregate, gaze does seem to provide some signal for discriminating between levels of cognitive load. The question we answer in the following subsections is how we can pull that signal out for predictive purposes based on only a 6 second video clip of a driver’s face.
Preprocessing Pipeline
The initial input to the cognitive load estimation system is a 6 second video clip of a driver’s face taken from a longer video where the driver was performing either 0-back, 1-back, 2-back secondary tasks while driving. This video clip is first downsampled in time from 30fps to 15fps by removing either other frame. The result is 90 temporally-ordered images of a driver’s face.

The preprocessing operations shown in Fig. 5 are repeated on each frame without placing constraints on temporal consistency. First step is face detection. For this task we use a Histogram of Oriented Gradients (HOG) combined with a linear SVM classifier, an image pyramid, and sliding window detection scheme implemented in the DLIB C++ library [10]. The performance of this detector has lower FAR than the widely-used default Haar-feature-based face detector available in OpenCV [12] and thus is more appropriate for our application. Face alignment in the preprocessing pipeline is performed on a 43-point facial landmark that includes features of the eyes, eyebrows, nose and mouth as shown in Fig. 5. The AAM optimization as done for face alignment is performed on eye-aligned landmarks alone.

Both eye regions are extracted from the image of the face using the localized fiducial points for the eyes. We only choose one of the eye regions for the input to the cognitive load estimation model. Specifically, we choose the eye region that is closer to the camera in estimated world coordinates. This is done by mapping the face aligned features to a generic 3d model of a head. The result is 90 temporally-ordered images of a driver’s face. This is done for the purpose of frontalizing the eye region but in practice full face frontalization has the indirect effect of producing a more robust eye region frontalization than if the synthesis is performed on eye-aligned landmarks alone.

The same AAM optimization as done for face alignment is performed for 25 points on the eye lids of the selected eye. The aligned points and the raw image is loaded into a standard 2D CNN (with 3 convolutional layers and 2 fully connected layers) to predict the visibility state of the pupil as it relates to the occlusion caused by the blinking action. Finally, if the eye is deemed to sufficiently open for the pupil to be visible, the AAM process is repeated one last time with 39 points that includes 14 extra points localizing the iris and the pupil.

Steps 4, 5, and 6 in the preprocessing pipeline (see Fig. 5) serve as the feature extraction step for the HMM cognitive load estimation approach described next. However, it also allows for a higher accuracy re-alignment of the eye region image provided as input to the network in the 3D-CNN approach. In practice, this re-alignment resulted in a small reduction of classification performance. We hypothesize that imperfect alignment of the eye region serves as a data augmentation technique for the training set allowing for the resulting model to generalize more effectively.

Pupil Trajectories with HMMs
The result of the preprocessing pipeline is an estimate of the pupil position. The pixel position of the pupil is normalized by by the magnitude of the line segment between the two corners of the eye. To determine the normalized position, the midpoint of the “intraocular” line segment is used as the origin, the x-axis is made parallel to it, and the y-axis is made perpendicular to it. When the pupil is not visible the last known position is assigned or if no prior position was determined, a position of (0,0) is assigned.

For the purpose of modeling cognitive load as a set of Hidden Markov Models (HMMs), each 6-second classification epoch is defined as a sequence of 90 normalized pupil positions. A bivariate continuous Hidden Markov Model (see [11]) is used for this purpose. An HMM is constructed and trained for each of the 3 cognitive load classes. The number of hidden states in each HMM is set to 8, which does not correspond to any directly identifiable states in the cognitive load context. Instead, this parameter was programmatically determined to maximize classification performance. One HMM is constructed for each of the 3 classes in the classification problem. The HMM model parameters are learned using the GHMM implementation of the Baum-Welch algorithm [22].

The result of the training process are three HMM models. Each model can be used to provide a log-likelihood of an observed sequence. The HMM-based classifier then takes a 90-observation sequence, computes the log-likelihood from each of the 3 HMM models, and returns the class associated with the maximum log-likelihood.

Raw Eye Region Video with 3D-CNNs
In contrast with the HMM approach in the “Pupil Trajectories with HMMs” section that performs “late temporal fusion” after the feature extraction step, the three-dimensional convolutional neural network (3D-CNN) approach performs “early temporal fusion” by aggregating temporal dynamics information in conjunction with the spatial convolution on the raw grayscale image data of the eye region. The architecture for the network used is shown in Fig. 6.

The input to the network is a temporally-stacked sequence of grayscale images. Unlike prior methods we do not explicitly provide dense optical flow of the eye region as input to the network [28]. Instead, we structure the network in a way that allows it to learn the salient motion both in terms of pupil movement and eyelid movement. See the “Results” section for discussion of the implicit learning of both spatial and temporal characteristics of eye region dynamics. Each image is converted to grayscale and resized to 64x64. As described above, a classification epoch include 90 of images. Therefore, the input to the 3D-CNN network is $1 \times 90 \times 64 \times 64$ which includes 1 grayscale channel, 90 temporally ordered images, 64 pixels in height, and 64 pixels in width.
The network (shown in Fig. 6) is 7 convolutional layers and 2 fully connected layers. Convolutional layers are followed by max-pooling layers. The softmax layer at the end produces the 3-class prediction. Based on the exploration of convolutional kernels in [24, 26] we use a kernel size of $3 \times 3 \times 3$ with temporal dimension size of 3 and spatial dimensions of size 3 as well. 128 filters are used at each convolutional layer with stride $1 \times 1 \times 1$. All pooling layers are sized $2 \times 2 \times 2$ with stride $2 \times 2 \times 2$. Appropriate padding is used such that the size of the image is maintained through the convolutional layers.

RESULTS
Evaluation of both approaches was performed using 10 randomly selected training-testing splits of a dataset of 92 subjects. An 80-20 split across subjects was used which corresponded to 74 subjects in the training set and 18 subjects in the testing set. In any one instance of cross-validation, no subject appeared in both the training and the testing set.

The HMM models were trained using a GHMM implementation of the Baum-Welch algorithm [22]. The 3D-CNN models were training using a TensorFlow implementation of stochastic gradient descent with mini-batches of 100 video clips per subject, and a total of 80 training epochs. The results achieved by both methods are shown as confusion matrices in Fig. 7. These are average over the 10 cross-validation folds. For the 3-class cognitive load estimation problem as defined in this paper, the HMM approach achieves an average accuracy of 77.7% and the 3D-CNN approach achieve 86.1%.

Both the HMM and 3D-CNN approaches perform two tasks: (1) extract pupil position and blink state and (2) track changes in those variables over time. The HMM approach does both explicitly, while the 3D-CNN approach does both implicitly (end-to-end). To confirm the latter, we investigated what it is that the 3D-CNN network learns by using a deconvolutional network [30] as detailed in [29] for the visualization task to probe each layer of the network. For the initial frames, the 3D-CNN learns the spatial characteristics of the eye region. For the remainder of the frames, it switches to activating on motion of both the pupil and the eyelids in the remainder of the frames. In other words, it performs the explicit pupil detection task of the HMM approach implicitly in an end-to-end way. This is a promising observation, because pupil detection in visible light has been repeatedly shown to be very difficult under a range of lighting variations and vehicles vibrations present in the on-road driving context [5, 6].

Given the size of the dataset, and the inherent complexity of cognitive load estimation as a task, especially in a real-world environment, the results are impressive for both HMM and
Figure 6: The 3D-CNN architecture with 90 stacked $1 \times 64 \times 64$ images as input and 3 class prediction as output. Each of the convolutional layers has 128 filters with $3 \times 3 \times 3$ kernels of equal size in temporal and spatial dimensions. The 2 fully connected layers have 1024 output units.

3D-CNN approaches. It remains an open question of how well this approach generalizes beyond the context of a driver engaging in a secondary task (n-backs in this case) while driving. Nevertheless, as the results indicate, the metric of eye region dynamics as captured through visible light and processed through modern computer vision approaches is a promising one for the general cognitive load estimation task.

CONCLUSION
Cognitive load estimation in the wild is an important and challenging problem. We propose two computer vision based approaches for addressing this problem. The first approach uses HMM models. The second approach uses a 3D-CNN model. Both are based on temporal dynamics of the eye over a period of 6 seconds as captured by 90 visible light video frames. The HMM method tracks explicitly-extracted pupil positions over time, while the 3D-CNN method operates end-to-end on the raw grayscale eye region image sequences. On a dataset of 92 subjects, the HMM approach achieves 77.7% average accuracy and the 3D-CNN approach achieves 86.1%.

The source code for the implementation of both approaches is made publicly available.
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